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Because texture images cannot be directly processed by the gray level information of individual pixel, we propose a 

new texture descriptor which reflects the intensity distribution of the patch centered at each pixel. Then the general 

multiphase image segmentation model of Potts model is extended for texture segmentation by adding the region infor-

mation of the texture descriptor. A fast numerical scheme based on the split Bregman method is designed to speed up 

the computational process. The algorithm is efficient, and both the texture descriptor and the characteristic functions 

can be implemented easily. Experiments using synthetic texture images, real natural scene images and synthetic aper-

ture radar images are presented to give qualitative comparisons between our method and other state-of-the-art tech-

niques. The results show that our method can accurately segment object regions and is competitive compared with 

other methods especially in segmenting natural images. 
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Different approaches deal with the extraction of homoge-
neous features from textures. A very popular class of 
texture feature extraction is the transformation-based 
feature as the structure tensor[1] or the Gabor filter[2]. An-
other class of method for texture feature extraction is the 
statistics-based one as the co-occurrence matrix[3]. Be-
sides the two classes of feature extraction methods, other 
texture descriptors have been proposed. Semi-local re-
gion texture descriptor[4] combined Beltrami framework 
representation and semi-local image information. It is 
equivalent to smoothing the gradient image with the 
square kernel[5]. The local binary pattern (LBP) operator, 
introduced by Ojala et al[6], encodes the local micro-
structure between the image pixels, and a histogram of 
LBP can be built to achieve a description of the texture 
feature[7]. One of the latest improved versions of LBP is 
concave-convex LBP[8], which is calculated after the 
neighborhoods of the image are divided into concave and 
convex categories.  

Many models and algorithms have been proposed to 
perform the texture segmentation. Ref.[4] used the popu-
lar Kullback-Leibler distance to design an active contour 
model and introduced a  segmentation algorithm based on 
the split Bregman method. Ref.[5] improved edge-
weighted centroidal voronoi tessellation and proposed a 
narrow banding algorithm to accelerate the implementa-

tion. Ref.[9] coupled the geodesic active contour with the 
multiphase successive active contour model and ap-
proximately solved it by a multilayer graph method. 
Ref.[10] proposed a multiphase fuzzy region competition 
model for texture image segmentation, in which each 
region is represented by a fuzzy membership function 
and a probability density function. In Ref.[11], an im-
proved active contour model was proposed by using the 
non-local information in multi-scale texture feature space. 

In this paper, we propose a method for multiphase tex-
ture segmentation by minimizing the segmentation en-
ergy with some constraint conditions. The new data term 
in the proposed model substitutes the mean value and the 
Euclidean distance for the complex mathematical opera-
tions, such as the logarithmic function and Gaussian 
function used in Ref.[10]. Compared with two phase 
segmentation models[11], our multiphase segmentation 
model has broader application prospects. While com-
pared with other multiphase model, for example that in 
Ref.[9], our model has more concise representation to 
describe each phase. Furthermore, our method does not 
rely on a training stage and is unsupervised. A new and 
simple texture descriptor is used in our model to segment 
complex textural images, which helps to speed up the 
segmentation. These properties make our method appli-
cable to a wide range of texture segmentation problems. 
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Although the intensity distribution of single pixel is 
disorganized in texture images, we believe that it has 
some regularity when thinking of a small pixel patch. 
Accordingly, the local intensity distribution probability is 
defined to represent texture units localized in image 
neighborhoods. Considering a local neighborhood with 
P×P pixels, the central pixel is (xc, yc). Let R be the joint 
distribution of the gray levels in this neighborhood, 
which can be expressed as 

1 2( , ,..., )P Pg g g ×=R r ,                                                (1) 

where gi (i=1, …, P×P) represents the gray level of pixel 
in the local neighborhood centered at (xc, yc). 

To facilitate the statistics of gray level distribution, we 
sort the 256 gray levels into 26 intensity bins. That is, 
gray levels from 0 to 9 belong to the first bin b1, gray 
levels from 10 to 19 belong to the second bin b2, and so 
forth. Then much of the information in the original joint 
gray level distribution expressed as Eq.(1) about the tex-
tural characteristics is conveyed by the joint intensity bin 
distribution: 

1 2( , ,..., )P Pib ib ib ×≈R r ,                                              (2) 

where ibi (i=1, …, P×P) represents the intensity bin that 
pixel i belongs to.  

The local intensity distribution probability for such a 
P×P neighborhood is estimated as follows. Initialize inte-
ger variables ni (i=1, …, 26) to be 0. And check every 
pixel in the patch. If its gray level belongs to the intensity 
bin bi, 1 is added to ni. After all the pixels are calculated, ni 
records the number of pixels whose gray level is between 

(i−1)×10 and (i×10−1). Let ( 1,..., 26)i
i

n
d i
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= =

×
. The 

26-dimensional vector lidp(xc, yc)=(d1, d2, d3,…, d26) is 
exactly the local intensity distribution probability of pixel 
(xc, yc). It records the occurrences of various intensity 
values in the neighborhood of each pixel in a vector, and 
is a highly discriminative texture operator. 

The Potts model is derived from statistical mechanics, 
and provides a uniform framework for multiphase image 
segmentation. If f (x, y): Ω→R defines the image intensity 
of the segmented region Ω, the Potts model for multi-
phase image segmentation can be formulated as the fol-
lowing energy minimization problem: 
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where |∂Ωi| expresses the boundary length or surface area 
of subregion Ωi, Qi(ci, x, y) is the estimation function of 
characteristic parameter ci in subregion Ωi, and αi and γi 
are penalty parameters of the estimation function term 
and length term, respectively. 

Under the variational framework, subregions are identi-
fied with characteristic functions. According to different 
design methods for characteristic functions, the model 

expressed as Eq.(3) can be transformed to variational 
level set model, discrete labeling function model and 
Gamma-convergence model. In this paper, we make use 
of the second design method. That is, several binary label-
ing functions act as the characteristic functions. We define 
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= . Then, 

Eq.(3) can be stated as the following computable energy 
minimization problem: 
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When a piecewise constant image[12] is segmented, the 
form of estimation function is Qi(ci, x, y)=[ci−f(x, y)]2, 
where ci is the average intensity in subregion Ωi. As to 
the piecewise smooth image[13], the estimation function is 

( ) 22, , [ ( , )]i i i i iQ c x y c f x y cρ= − + ∇ , where ρi is the 

penalty parameter. 
When the textures have the same intensity, it is very 

difficult for the standard segmentation model expressed 
as Eq.(4) to tell them apart. So we need to change the 
standard segmentation model to allow the computer to 
segment the textured image. 

The notion of texture is undefined at single pixel level, 
and it is always associated with some set of pixels[14]. 
This motivates us to replace the single point information 
quantified by f(x, y) with the regional information cap-
tured by the local intensity distribution probability lidp(x, 
y) estimated by all pixels centered at the pixel (x, y) 
which belong to a P×P neighborhood. 

We use squared differences of the local intensity dis-
tribution probability lidp(x, y) and the average local in-
tensity distribution probability in each subregion as a 
similarity measure. The formulation of the Potts model 
that uses local regional information is proposed as 

{ } { }1 1

2

1 1

1
Min Min [ (lidp( , , ) ) ] d d

n n
i ii i

n b
j

i j i i
c

i j

x y j c x y
bφ Ω

α λ φ
= = = =


− +


   

1

d d
n

i i
i

x y
Ω

γ φ
=

∇ 


  ,  

s.t. { }0,1iφ ∈ , 
1

1
n

i
i

φ
=

=  ,                                            (5) 

where b is the number of intensity bins, equal to 26 here. 
The positive scalars λj (j=1,…, 26) are weight parameters 
for the jth bin. lidp(x, y, j) is the jth component of the 
local intensity distribution probability lidp(x, y). And 

j

ic is the average local intensity distribution probability of 

the jth bin in subregion Ωi. 
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For the constraint condition of Eq.(5), we can use pen-
alty function method to reformulate the model expressed 
as Eq.(5) as follows: 
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where μ is a penalty parameter. 
Eq.(6) is a multivariate minimization problem, it is 

usually solved via alternative optimization procedure, i.e., 
fixing iφ  to solve the minimization with respect to j

ic , 
and then vice versa. When iφ  is fixed, it can be obtained 
as 
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Next, we design split Bregman method[15] to calculate 
the binary characteristic functions iφ  (i=1, 2,…, n). For 

the constraint condition of Eq.(6), we relax { }0,1iφ ∈  to 

[ ]0,1iφ ∈ . n auxiliary variables wi (i=1, 2,…, n) are in-

troduced, so that i iφ≈ ∇w  when the energy function 

achieves the minimum. And n Bregman iterative parame-
ters bi (i=1, 2,…, n) are introduced to reduce the depend-
ence of the penalty parameter. Thus, Eq.(6) can be trans-
formed into the following iterative minimization formula-
tion as 
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where θ>0 is a penalty parameter, wi and bi are vectors, and 
bi is updated by 1k k k k

i i i iφ+ = + ∇ −b b w  and 0 0= = 0b w . 
Using alternating minimization strategy, we can get the fol-
lowing Euler-Lagrange equation on iφ  as 
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The results of Eq.(9) should be projected on [0, 1] with 
the formula 

 Max(0,Min( ,1))i iφ φ= .                                           (10) 

After projection, the binary characteristic function can be 
obtained by the following thresholding technique: 

1   ,

0  , otherwise
i
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, ( )0,1η∀ ∈ .                         (11) 

The sub-optimization on wi leads to the following gener-
alized soft thresholding formula in analytical form as 
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Experiments are performed to investigate the perform-
ance of the proposed model and algorithm on texture 
segmentation. The various tested images include syn-
thetic texture images, natural images and synthetic aper-
ture radar (SAR) images. The synthetic textural images 
shown in Fig.1(a) and (g) were generated from the Bro-
datz data set[16]. The natural textural images shown in 
Fig.5(a), (d), (g), (j) and (m) were taken from the Berke-
ley data set[17]. SAR images and the other images all ap-
peared in the recent image segmentation literatures of 
Refs.[9,10,18-20].  

There are several parameters which need to be tuned. 
The parameters αi (i=1,…, n) are the coefficients of data 
terms. In most cases, we choose αi to be around 0.01. γi 

(i=1,…, n) are the coefficients of smoothness terms and 
affect the boundary lengths of the segmented subregions. 
The general choice of γi is 1 000. Penalty parameters θ 
and μ are set to be 0.1 and 1.0, respectively. λj (j=1,…, b) 
control the weights of squared differences between b in-
tensity bins and are always set to be 1.0 in all experi-
ments. P is the side length of pixel patch used in the cal-
culation of local intensity distribution probability. It 
should be bigger than the scale of the texture structure, so 
that enough discriminative information can be contained 
in the patch. For natural images used in this paper, P can 
be set to be 5, 7 or 9. 

All experiments are performed using Matlab7.0.1 on a 
Windows 7 platform with an Intel Core 2 Duo CPU at 
3.1 GHz and 4 GB memory. The stopping criterion is 
based on the relative error formula |Ek+1−Ek|/Ek≤ε, 
where ε is a small prescribed tolerance, and we set it as 
10-2 in numerical experiments. We display the segmenta-
tion results by painting the contour on the original image. 
Our results are compared with those of other state-of-the-
art segmentation methods. 

Fig.1 shows three two-phase synthetic texture images 
and the segmentation results. Fig.1(d) consists of a chirp-
like brick wall background and a Brodatz texture object. 
Note that the average gray values between the two tex-
tured regions in these texture images are not too different. 
Nevertheless, our method works quite well. Compared 
with Fig.1(c) obtained by the method in Ref.[4], our re-
sult shown in Fig.1(b) has a more accurate and smooth 
boundary. The other two segmentation results shown in 
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Fig.1(e) and (h) are competitive with Fig.1(f) and (i) ob-
tained by other methods[10,21], respectively.     

 

     
(a)                                  (b)                                  (c) 

     
(d)                                  (e)                                  (f) 

     
(g)                                  (h)                                  (i) 

Fig.1 Two-phase segmentation results: (a)(d)(g) Original 
images; (b)(e)(h) Our results; (c) Result from Ref.[4]; (f) 
Result from Ref.[10]; (i) Result from Ref.[21] 

 
In Figs.2–4, we test our method with 3-phase and 4-

phase synthetic texture image segmentation. The segmen-
tation results are still satisfactory. In the result of Fig.2(c) 
obtained by the method in Ref.[10], the left top corner of 
the square in the middle is a bit round. While in our result 
of Fig.2(b), the square boundary is of four sharp corners, 
which is more accurate. Fig.3(b) and Fig.4(b) are closer 
to their ground truth. 

 

     
(a)                                   (b)                                 (c) 

Fig.2 Three-phase segmentation results: (a) A synthetic 
image; (b) Our result; (c) Result from Ref.[10] 

 

                       
(a)                                                                 (b) 

Fig.3 Four-phase segmentation result (I): (a) A synthetic 
image; (b) Our result 

     
(a)                                   (b)                                 (c) 

Fig.4 Four-phase segmentation result (II): (a) A synthetic 
image; (b) Our result; (c) Result from Ref.[10] 

 
In Fig.5, six natural texture images are tested. Real-

world images are more interesting, and can provide in-
depth insight into the segmentation performance. For the 
images of the herd of zebras in Fig.5(a) and a walking 
leopard in Fig.5(d), our results in Fig.5(b) and Fig.5(e) 
are much better than Fig.5(c) and Fig.5(f) in the leg seg-
mentation boundaries. In Fig.5(h), the segmented hind 
leg of a running leopard is longer than the corresponding 
part in Fig.5(i). Compared with Fig.5(l), the segmentation 
contour in Fig.5(k) is tighter to the tiger body, and there 
is no hole in the shoulder. Some latest results of these 
natural images are illustrated in Fig.6. They were taken 
from Ref.[11] which proposed a two-stage segmentation 
approach in multi-scale texture feature space. It’s not 
difficult to see that our results in Fig.5 are superior to the 
results from Ref.[11] in Fig.6. The main advantages of 
ours are more adaption to the body curves of the animals 
and the absence of speckles.  

 

     
(a)                                   (b)                                  (c) 

     
(d)                                   (e)                                  (f) 

     
(g)                                   (h)                                   (i) 

     
(j)                                    (k)                                   (l) 

     
(m)                                  (n)                                  (o) 
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(p)                                  (q)                                  (r) 

Fig.5 Segmentation results of real-world textural images: 
(a)(d)(g)(j)(m)(p) Original images; (b)(e)(h)(k)(n)(q) Our 
results; (c)(f)(i)(o) Results from Ref.[5]; (l) Result from 
Ref.[4]; (r) Result from Ref.[10] 

 

   
(a)                                                        (b) 

  
(c)                                                        (d) 

Fig.6 Segmentation results from Ref.[11] 
 
In Figs.7 and 8, we make comparison of our method 

with other methods for SAR image segmentation. Fig.7(a) 
and (d) are two-phase SAR images. Fig.8(a) shows a real 
moving and stationary target acquisition and recognition 
(MSTAR)[22] SAR image of vehicle T72 with three re-
gions of background, target and shadow. The accurate 
segmentation of such an image is quite challenging[20]. 
For these images, the proposed method is still effective. 
Our results are satisfactory and comparable to the results 
obtained by the method in Ref.[10].  

 

     
(a)                                   (b)                                  (c) 

     
(d)                                  (e)                                  (f) 

Fig.7 Two-phase SAR segmentation results: (a)(d) SAR 
images; (b)(e) Our results; (c)(f) Results from Ref.[10] 

     
(a)                                   (b)                                   (c) 

Fig.8 Three-phase SAR segmentation results: (a) An 
SAR image; (b) Our result; (c) Result from Ref.[10] 

 
Identifying various textures is usually an effortless task 

for a human observer, but it is not an easy one in image 
processing and computer vision. In this paper, two novel 
ideas are proposed and applied to segment multiphase 
texture images. First, a new texture descriptor based on 
the patch intensity distribution information is presented. 
Only classification according to pixel gray level is 
needed in the calculation of the texture descriptor, which 
makes fast texture segmentation possible. The limitation 
of this texture descriptor lies in its invalidity when think-
ing of the orientation of texture. If textures differ only in 
orientations, our texture descriptor will fail to recognize 
them. This situation may occur in synthetic texture im-
ages but is rare in natural images. So the proposed texture 
descriptor is more suitable for the latter. This is consis-
tent with our experimental results. Second, we reformu-
late the Potts model with new texture descriptor and ob-
tain a general multiphase texture segmentation model.  A 
fast algorithm based on split Bregman method is de-
signed to determine a minimizer of the energy function. 
According to our experimental results, our method is 
competitive with other state-of-the-art segmentation 
methods for synthetic texture images and SAR images, 
and superior to other methods for natural images.  
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